# Setting up Linux box for Elasticsearch, Logstash & Kibana – ELK & ActiveMQ

This guideline is based on a CentOS/7 Linux VM or physical box previously setup.

**Update Yum**  
sudo Yum Update

**Install wget**

sudo yum install wget

**Install Netstat**  
Yum install net-tools

**Download and install Vi alternative Nano**

Sudo yum install nano

**Set IP address to static**

open network manager, sudo nmtui, edit network stack

**Install Oracle java 8 jdk**

Open ssh session via putty. CD to home director. Run wget --no-cookies --no-check-certificate --header "Cookie: gpw\_e24=http%3A%2F%2Fwww.oracle.com%2F; oraclelicense=accept-securebackup-cookie" "http://download.oracle.com/otn-pub/java/jdk/8u112-b15/jdk-8u112-linux-x64.rpm"

Then install the RPM with this yum command (if you downloaded a different release, substitute the filename here):

sudo yum localinstall jdk-8u112-linux-x64.rpm

Now Java should be installed at /usr/java/jdk1.8.0\_112/jre/bin/java, and linked from /usr/bin/java.

You may delete the archive file that you downloaded earlier:yum

rm ~/jdk-8u112-linux-x64.rpm

**Download and Install ELK components**

Download and install the public signing key:

rpm --import https://packages.elastic.co/GPG-KEY-elasticsearch

Add the following in your /etc/yum.repos.d/ directory in a file with a .repo suffix, for example elasticsearch.repo

[elasticsearch-5.x]

name=Elasticsearch repository for 5.x packages

baseurl=https://artifacts.elastic.co/packages/5.x/yum

gpgcheck=1

gpgkey=https://artifacts.elastic.co/GPG-KEY-elasticsearch

enabled=1

autorefresh=1

type=rpm-md

And your repository is ready for use. You can install it with:

yum install elasticsearch

Configure Elasticsearch to automatically start during bootup. If your distribution is using SysV init (check with ps -p 1), then you will need to run:
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The repositories do not work with older rpm based distributions that still use RPM v3, like CentOS5.

chkconfig --add elasticsearch

Otherwise if your distribution is using systemd:

sudo /bin/systemctl daemon-reload

sudo /bin/systemctl enable elasticsearch.service

**Download and install Kibana**

 Create a file named kibana.repo in the /etc/yum.repos.d/ directory with the following contents:

[kibana-5.x]

name=Kibana repository for 5.x packages

baseurl=https://artifacts.elastic.co/packages/5.x/yum

gpgcheck=1

gpgkey=https://artifacts.elastic.co/GPG-KEY-elasticsearch

enabled=1

autorefresh=1

type=rpm-md

 Install Kibana by running the following command:

yum install kibana

Configure Kibana to automatically start during bootup. If your distribution is using SysV init (check with ps -p 1), then you will need to run:
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The repositories do not work with older rpm based distributions that still use RPM v3, like CentOS5.

chkconfig --add kibana

Otherwise if your distribution is using systemd:

sudo /bin/systemctl daemon-reload

sudo /bin/systemctl enable kibana.service

**Install Nginx**

Because we configured Kibana to listen on localhost, we must set up a reverse proxy to allow external access to it. We will use Nginx for this purpose.

**Note:** If you already have an Nginx instance that you want to use, feel free to use that instead. Just make sure to configure Kibana so it is reachable by your Nginx server (you probably want to change the host value, in /opt/kibana/config/kibana.yml, to your Kibana server's private IP address). Also, it is recommended that you enable SSL/TLS.

Add the EPEL repository to yum:

* sudo yum -y install epel-release

Now use yum to install Nginx and httpd-tools:

* sudo yum -y install nginx httpd-tools

Use htpasswd to create an admin user, called "kibanaadmin" (you should use another name), that can access the Kibana web interface:

* sudo htpasswd -c /etc/nginx/htpasswd.users kibanaadmin

Enter a password at the prompt. Remember this login, as you will need it to access the Kibana web interface. User=kibanaadmin, Password=password,

Now open the Nginx configuration file in your favorite editor. We will use nano:

* sudo nano /etc/nginx/nginx.conf

Find the default server block (starts with server {), the last configuration block in the file, and delete it. When you are done, the last two lines in the file should look like this:nan

nginx.conf excerpt

include /etc/nginx/conf.d/\*.conf;

}

Save and exit.

Now we will create an Nginx server block in a new file:

* sudo vi /etc/nginx/conf.d/kibana.conf

Paste the following code block into the file. Be sure to update the server\_name to match your server's name:

/etc/nginx/conf.d/kibana.conf

* server {
* listen 80;
* **server\_name elk**;
* auth\_basic "Restricted Access";
* auth\_basic\_user\_file /etc/nginx/htpasswd.users;
* location / {
* proxy\_pass http://localhost:5601;
* proxy\_http\_version 1.1;
* proxy\_set\_header Upgrade $http\_upgrade;
* proxy\_set\_header Connection 'upgrade';
* proxy\_set\_header Host $host;
* proxy\_cache\_bypass $http\_upgrade;
* }
* }

Save and exit. This configures Nginx to direct your server's HTTP traffic to the Kibana application, which is listening on localhost:5601. Also, Nginx will use the htpasswd.users file, that we created earlier, and require basic authentication.

**Set VM Hostname**

Run network manager tool. Nmtui  
set VM hostname to elk or other host name as desired.

**Install Logstash**

Add the following in your /etc/yum.repos.d/ directory in a file with a .repo suffix, for example logstash.repo

[logstash-5.x]

name=Elastic repository for 5.x packages

baseurl=https://artifacts.elastic.co/packages/5.x/yum

gpgcheck=1

gpgkey=https://artifacts.elastic.co/GPG-KEY-elasticsearch

enabled=1

autorefresh=1

type=rpm-md

And your repository is ready for use. You can install it with:

yum install logstash

Configure Logstash to automatically start during bootup. If your distribution is using SysV init (check with ps -p 1), then you will need to run:

![Warning](data:image/png;base64,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)

The repositories do not work with older rpm based distributions that still use RPM v3, like CentOS5.

chkconfig --add logstash

Otherwise if your distribution is using systemd:

sudo /bin/systemctl daemon-reload

sudo /bin/systemctl enable logstash.service

Create Logstash configuration files for “input”, “Filter” & “output”. Place them in /etc/logstash/conf.d

The files should have a .conf extention.

**Champion can supply the baseline set of .conf files**

**Install required Logstash Plugins (not installed by default)**

To install Stomp plugin required for sending JSON messages to ActiveMQ run the following command. /usr/share/Logstash/bin/Logstash-plugin install Logstash-output-stomp

To install TLD filter plugin required for breaking apart URL with the top level domain as a separate field run the following command. /usr/share/Logstash/bin/Logstash-plugin install Logstash-filter-tld.

**Update Logstash Plugins**

Run the following command /usr/share/Logstash/bin/Logstash-plugin update

**Updating Logstash etc. when new versions are released**

To update Logstash, Elasticsearch, Kibana, Nginx etc. run “yum update Logstash” etc.  
If Logstash, Elasticsearch or Kibana are updated with new packages, note that they do not reinstall all of the plugins. These will need to be reinstalled.

**To reinstall after an update run:**   
/usr/share/Logstash/bin/Logstash-plugin install Logstash-output-stomp  
/usr/share/Logstash/bin/Logstash-plugin install Logstash-filter-tld

To update all plugins as they are not updated when Logstash is updated run:

/usr/share/Logstash/bin/Logstash-plugin-update

**Install current GeoIP db from Maxmind and setup cron job to update automatically**Make folder /var/local/geoip  
Run script /etc/Logstash/geo-update.bash to populate folder /var/local/geoip with updated db file

Create Cron Job to automate the update of the GeoIP db file

Run crontab -e  
add: 0 12 \* \* 3 /etc/Logstash/geo-update.bash > /dev/null 2>&1

Save.

**Disable SELinux**

From the command line, you can edit the /etc/sysconfig/selinux file. This file is a symlink to /etc/selinux/config. The configuration file is self-explanatory. Changing the value of *SELINUX* or *SELINUXTYPE* changes the state of SELinux and the name of the policy to be used the next time the system boots. Set “SELINUX=disabled”.

[root@host2a ~]# cat /etc/sysconfig/selinux

# This file controls the state of SELinux on the system.

# SELINUX= can take one of these three values:

# enforcing - SELinux security policy is enforced.

# permissive - SELinux prints warnings instead of enforcing.

# disabled - SELinux is fully disabled.

SELINUX=permissive

# SELINUXTYPE= type of policy in use. Possible values are:

# targeted - Only targeted network daemons are protected.

# strict - Full SELinux protection.

SELINUXTYPE=targeted

# SETLOCALDEFS= Check local definition changes

SETLOCALDEFS=0

**Disable Firewalld service**

Sudo systemctl stop firewalld

sudo systemctl disable firewalld

**Install ActiveMQ**

Copy to VM and run script “stomp\_install.sh” It will be required to update the IP address at the end of the script file.

Links to some info

Activemq server setup   
<https://rburnham.wordpress.com/2012/09/14/installing-and-managing-activemq-on-centos/>

Firewalld setup:  
<http://www.liquidweb.com/kb/how-to-start-and-enable-firewalld-on-centos-7/>

Open active MQ ports:  
<http://stackoverflow.com/questions/24729024/centos-7-open-firewall-port>   
<http://www.codero.com/knowledge-base/content/24/377/en/how-to-manage-firewall-rules-in-centos-7.html>

Advanced MQ setup:   
Composite Destinations allow for one-to-many relationships on individual destinations; the main use case is for *composite queues*. For example when a message is sent to queue A you may want to forward it also to queues B and C and topic D.

From <<http://activemq.apache.org/virtual-destinations.html>>

Forcing messages to expire:   
<http://stackoverflow.com/questions/34261937/time-to-live-for-all-messages-in-activemq-queue>   
<http://activemq.apache.org/timestampplugin.html>

<plugins>   
<!-- if not already set, set ttl to 1 hour  
        <timeStampingBrokerPlugin zeroExpirationOverride="3600000"/>-->

<!-- if not already set, set ttl to 5 minutes -->   
        <timeStampingBrokerPlugin zeroExpirationOverride="300000"/>   
</plugins>

Script to auto install ActiveMQ. Just change the IP address at the end of the script. Copy and paste lines between \*\*\*\*\*\*\*\*\*\*\*\* and save as activemq.sh

**“stomp\_install.sh”**

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

#!/bin/sh  
# Download ActiveMQ and place in /opt  
cd /tmp  
wget <http://archive.apache.org/dist/activemq/5.14.0/apache-activemq-5.14.0-bin.tar.gz>  
tar xzvf apache-activemq-5.14.0-bin.tar.gz  
mv apache-activemq-5.14.0 /opt  
ln -sf /opt/apache-activemq-5.14.0/ /opt/activemq

# Create ActiveMQ user  
adduser --system activemq  
chown -R activemq: /opt/apache-activemq-5.14.0/

# Set the managementContext element to true in opt/activemq/conf/activemq.xml  
echo "Changing /opt/activemq/conf/activemq.xml managementContext to true..."  
cp /opt/activemq/conf/activemq.xml /opt/activemq/conf/activemq.xml.backup  
sed -i 's/createConnector="false"/createConnector="true"/' /opt/activemq/conf/activemq.xml

# Install service scripts

echo Creating services...  
echo " creating activemq start script..."  
touch /etc/init.d/activemqstart.sh  
echo -e "#!/bin/bash \nexport JAVA\_HOME=/usr \n/opt/activemq/bin/activemq start" >> /etc/init.d/activemqstart.sh

echo " creating activemq stop script..."  
touch /etc/init.d/activemqstop.sh  
echo -e "#!/bin/bash \nexport JAVA\_HOME=/usr \n/opt/activemq/bin/activemq stop" >> /etc/init.d/activemqstop.sh

echo " creating activemq"  
touch /etc/init.d/activemq  
echo -e "#!/bin/bash\n#\n# activemq Starts ActiveMQ.\n#\n# chkconfig: 345 88 12\n# description: ActiveMQ is a JMS Messaging Queue Server.\n### BEGIN INIT INFO\n# Provides: \$activemq\n### END INIT INFO\n" >> /etc/init.d/activemq

echo -e "# Source function library" >> /etc/init.d/activemq  
echo -e ". /etc/init.d/functions\n" >> /etc/init.d/activemq

echo -e "[ -f /etc/init.d/activemqstart.sh ] || exit 0" >> /etc/init.d/activemq

echo -e "[ -f /etc/init.d/activemqstop.sh ] || exit 0" >> /etc/init.d/activemq  
echo -e "\nRETVAL=0" >> /etc/init.d/activemq  
echo -e "\numask 077" >> /etc/init.d/activemq  
echo -e "\nstart() {" >> /etc/init.d/activemq  
echo -e " echo -n $\"Starting ActiveMQ: \"" >> /etc/init.d/activemq  
echo -e " /etc/init.d/activemqstart.sh" >> /etc/init.d/activemq  
echo -e " echo" >> /etc/init.d/activemq  
echo -e " return \$RETVAL" >> /etc/init.d/activemq  
echo -e "}" >> /etc/init.d/activemq  
echo -e "stop() {" >> /etc/init.d/activemq  
echo -e " echo -n $\"Shutting down ActiveMQ: \"" >> /etc/init.d/activemq  
echo -e " /etc/init.d/activemqstop.sh" >> /etc/init.d/activemq  
echo -e " echo" >> /etc/init.d/activemq  
echo -e " return \$RETVAL" >> /etc/init.d/activemq  
echo -e "}" >> /etc/init.d/activemq  
echo -e "restart() {" >> /etc/init.d/activemq  
echo -e " stop && start" >> /etc/init.d/activemq  
echo -e "}" >> /etc/init.d/activemq  
echo -e "case \"\$1\" in" >> /etc/init.d/activemq  
echo -e "start)" >> /etc/init.d/activemq  
echo -e " start" >> /etc/init.d/activemq  
echo -e " ;;" >> /etc/init.d/activemq  
echo -e "stop)" >> /etc/init.d/activemq  
echo -e " stop" >> /etc/init.d/activemq  
echo -e " ;;" >> /etc/init.d/activemq  
echo -e "restart|reload)" >> /etc/init.d/activemq  
echo -e " restart" >> /etc/init.d/activemq  
echo -e " ;;" >> /etc/init.d/activemq  
echo -e "\*)" >> /etc/init.d/activemq  
echo -e " echo $\"Usage: \$0 {start|stop|restart}\"" >> /etc/init.d/activemq

echo -e " exit 1" >> /etc/init.d/activemq  
echo -e "esac" >> /etc/init.d/activemq  
echo -e "\nexit \$?" >> /etc/init.d/activemq  
# Note: EOF

# Permissions

echo "Setting permissions..."  
chmod +x /etc/init.d/activemq  
chmod +x /etc/init.d/activemqstart.sh  
chmod +x /etc/init.d/activemqstop.sh  
chkconfig --add activemq  
chkconfig activemq on

# Start ActiveMQ

echo "Starting ActiveMQ service..."  
service activemq start

# Status check

echo "Status check on the service..."  
/opt/activemq/bin/activemq list

# Port check

echo "Check port 61616..."  
netstat -an | grep 61616

# Set TTL to 5 minutes

if grep -Fq "ttl to 5 minutes" /opt/activemq/conf/active.xml  
then  
 echo "TTL already set to 5 minutes. Skipping..."

else

echo "Setting the TTL to 5 minutes..."

sed -i '/<broker xmlns="http:\/\/activemq.apache.org\/schema\/core" brokerName="localhost" dataDirectory="${activemq.data}">/a \ \t<plugins>\n\t\t<!-- If not already set, set ttl to 5 minutes -->\n\t\t<timeStampingBrokerPlugin zeroExpirationOverride="300000"\/>\n\t<\/plugins>' /opt/activemq/conf/activemq.xml

fi

# Add the virtual destination, Champ.Ingest

if grep -Fq "Champ.Ingest" /opt/activemq/conf/activemq.xml

then

echo "Virtual destination: Champ.Ingest already present. Skipping..."

else

echo "adding the virtual destination: Champ.Ingest in /opt/activemq/conf/activemq.xml"

sed -i '/<\/destinationPolicy>/a \ \n\t<!--\n\t Create a virtual destination called Champ.Ingest\n\t that directs all messages to a queue and a topic both called "Champ.Ingest.Item"\n\t-->\n\t <destinationInterceptors>\n\t\t<virtualDestinationInterceptor>\n\t\t\t<virtualDestinations>\n\t\t\t\t<compositeQueue name="Champ.Ingest">\n\t\t\t\t\t<forwardTo>\n\t\t\t\t\t\t<queue physicalName="Champ.Ingest.Item.Queue" \/>\n\t\t\t\t\t\t<topic physicalName="Champ.Ingest.Item" \/>\n\t\t\t\t\t<\/forwardTo>\n\t\t\t\t<\/compositeQueue>\n\n\t\t\t\t<compositeQueue name="Champ.Ingest.4624">\n\t\t\t\t\t<forwardTo>\n\t\t\t\t\t\t<queue physicalName="Champ.Ingest.Item.4624" \/>\n\t\t\t\t\t\t<topic physicalName="Champ.Ingest.Item.4624" \/>\n\t\t\t\t\t<\/forwardTo>\n\t\t\t\t<\/compositeQueue>\n\t\t\t<\/virtualDestinations>\n\t\t<\/virtualDestinationInterceptor>\n\t <\/destinationInterceptors>' /opt/activemq/conf/activemq.xml

fi

echo "If all looks good, check the web GUI at http;//192.168.5.242:8161/admin/"

echo -e "Default credentials:\n User: admin\n Pass: admin"

echo Done!

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*